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I.  COURSE DESCRIPTION 

This course will introduce concepts, theory and methods for describing, analyzing and interpreting statistical variation, characterizing measurement properties, and modeling relationships among variables.  The topics include an introduction to statistical reasoning; review of probability, random variable distributions and methods for parameter estimation; measures and methods for characterizing variability; and overview of correlation and association, linear regression modeling, and generalized linear regression modeling.  The course material extends to cover the synthesis of measurement and regression modeling in latent variable analysis.  Concepts will be illustrated using clinical and epidemiological data examples. 

II.  COURSE OBJECTIVES - By the end of the course a student should be familiar with:

· the definition and interpretation of the standard statistical regression and measurement models

· methods of data display

· procedures for deriving estimates of model parameters from data 

· procedures for drawing scientific inferences from data

· roles of statistics in biomedicine and public health.
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IV.  ADMINISTRATION

A. Instruction schedule

	
Type
	
Instructor
	
Time/Place

	Lecture
	Bandeen-Roche
	Daily, 9:00 AM-11:30 AM


	Lab


	Shou
	Daily, 11:30 AM-12:00 PM

	Office Hours
	Bandeen-Roche, Shou
	As needed



B. Course requirements and evaluation

Homework assignments / quizzes (3)

75%

Final (1) Exam



25% 


(Take-home)

V. Schedule

July 11:

Measurements, Statistics, Probability, and Data Display

Introduction to statistics
Populations and samples
Basic probability concepts






Data display






Introduction to statistical modeling
July 12:

Introduction to inference
Association
Joint, conditional probabilities and distributions
Covariance / Correlation
Sampling variability

Confidence intervals

Statistical testing
July 13:

Linear regression analysis
Model / interpretation

Estimation / parameter inference:  least squares
Direct / indirect effects

Nonlinear relationships / splines

Model checking:  Residual analysis

Precision of prediction
July 14:

Linear regression analysis
Confounding
Geometry of least squares
Testing hypotheses involving multiple parameters





Generalized linear and logistic regression modeling







Generalized linear modeling framework







Maximum likelihood estimation







Logistic regression model, interpretation







Logistic regression inference



July 15:

Introduction to latent variable modeling

